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Abstract—Skin lesions (SL) are among the most serious types 

of skin diseases. Melanoma is considered a serious type of skin 

lesion. The incidence of melanoma increases annually, which 

poses a health risk. Life threatening. Dermoscopy is one of the 

best techniques that reveals invisible internal structures and 

helps detect types of SL. The SL are similar in the early stages, 

which poses a challenge to distinguish between them by manual 

diagnosis. Therefore, artificial intelligence (AI) techniques 

address deficiencies through manual diagnosis. In this study, 

two strategies were developed to analyze dermoscopic images 

for early diagnosis of SL. The images were optimized for ISIC 

2018 and the Active Contour Algorithm (ACA) was applied to 

extract regions of interest (ROI) and isolate them from healthy 

areas. The ROI was fed to two strategies separately. The first 

strategy received the ROI and was fed to the Gray-Level Co-

occurrence Matrix (GLCM), Local Binary Patterns (LBP) and 

Fuzzy Color Histogram (FCH) algorithms to extract features. 

They were combined into feature vectors. The fused features 

were fed to the Artificial Neural Network (ANN) and Support 

Vector Machine (SVM) classifiers to classify them with high 

accuracy. The second strategy received the ROI and fed it to the 

ResNet18 model to extract the deep features and classify them 

with great efficiency using ANN and SVM. ANN-ResNet18 

achieved promising results, reaching an AUC of 84.73%, 

sensitivity of 87.74%, accuracy of 93.8%, precision of 82.9%, 

and specificity of 98.47%. 
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I. INTRODUCTION (HEADING 1) 

The skin is the largest organ in the human body and serves 
as a line of defense against external dangers such as physical 
infections, ultraviolet rays, and pathogens [1]. Skin diseases 
are considered a public health problem because it increases the 
mortality rate if it is not diagnosed in their early stages [2]. 
The skin regulates temperature at a constant level, gives the 
body immunity against pathogens, and prevents dehydration. 

Skin pigmentation varies from person to person depending on 
weather conditions, from cold to hot. Skin type ranges from 
dry to oily [3]. Due to DNA damage, it leads to abnormal cell 
growth and causes skin cancer (SC). Exposure to ultraviolet 
rays for a long period of time is one of the most important 
causes of SC. Family history and age are also causes of SC 
[4]. People with light skin are more susceptible to SC due to a 
decrease in melanin, which is responsible for protecting the 
skin from ultraviolet rays. Surgical operations to remove 
infected tissue are considered effective, especially in the initial 
stage. Radiotherapy and chemotherapy are also ways to treat 
SC [5]. The Dermoscopy magnifies skin diseases, including 
pigment networks and all the features in the diseases. 
Enhancing structures provides an opportunity for experts to 
distinguish all types of diseases (melanocytic and non-
melanocytic) and detect malignant lesions.  Diseases are 
diagnosed in two separate parts: global and local features and 
each part has features [6]. Global features allow experts to 
have a rapid ability to diagnose a disease. The global features 
are the grid pattern, defined by a brown network with a gray-
brown background, a spherical pattern with shapes of different 
sizes, round, oval colors, and a pattern with star lines at the 
edges [7]. Local features are used to diagnose diseases and 
identify the type of disease, using medical algorithms to 
diagnose skin diseases. Local [8]. To identify skin diseases in 
dermoscopy images, dermatologists analyze and compare 
lesion features and characteristics to detect the type of lesion 
and give appropriate treatment. The similarity of features early 
in the lesion presents a challenge for manual diagnosis by 
expert dermatologists. Several diagnostic techniques have 
been used for SL, such as ABCD, 7-point checklist, pattern 
analysis, and Menzies method. Machine and deep learning 
(DL) techniques help address the challenge of manual 
diagnosis limitations, especially in the early stages [9]. 
Machine learning (ML) and DL systems have achieved 
superior results for diagnosing SL, helping doctors save 
patients' lives. Convolutional Neural Network (CNN) models 
work with high accuracy by analyzing theaterscopic images to 
extract hierarchical features such as edges, color, shape, and 
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complex patterns [10]. It also has the superior ability to 
analyze thousands of images with high accuracy and speed. 
Hybrid techniques combine the strengths of ML and DL to 
efficiently and accurately diagnose SL [11]. In this study, 
features are extracted using hybrid algorithms and classified 
using CNN and ML classifiers. Hybrid techniques between 
ML and DL are also applied, where features are extracted by 
DL and classified by ML. 

The most important contributions as follows: 

• Isolation of the areas of pests and distortions from 

healthy skin. 

• Handcraft extract by combining three GLCM, LBP, 

and FCH algorithms. 

• Application of hybrid technology between ANN-

ResNet18 and SVM- ResNet18 to diagnose images 

of lesions skin. 

The rest of the paper as follows: Section 2 analyzes the 

methods of previous studies. Section 3 explains the methods 

and tools used in this study to diagnose SL. Section 4 presents 

the results of the proposed strategies to diagnose SL. Section 

5 discusses and compares the performance of the proposed 

systems with previous studies. Section 6 concludes the study. 

II. RELATED WORK 

This section reviews the methodologies and performance of 

previous studies. 

Soudani et al. presented VGG-16 and ResNet-50 models for 

skin lesion classification. The images are enhanced through 

the downsampling method. The dropout method was used to 

avoid overfitting. VGG-16 and ResNet-50 got an accuracy of 

76.3% and 73.2% [12].  Liu et al. presented a system to 

segment the lesion region. The system consists of encoder 

blocks and a decoder. Applying the Retinex method to 

enhance color consistency between different dermatoscopy 

images. Feature extraction was done using ResNet and 

DenseNet and dimensionality reduction was done using PCA 

[13].  Pollastri et al. presented a method to segment lesions 

and separate them from the healthy body. Data augmentation 

for the lesion area segmentation task has been done using 

Generative Adversarial Networks. The Deep Convolutional-

GAN (DCGAN) method was used. DCGAN has four 

convolutional layers and a kernel size of 5x5  [14].  Mabrouk 

et al. presented a system for detecting SL, resizing and 

adjusting images, adjusting contrast, enhancing images, and 

removing all unnecessary pixels. Density regression was 

applied to determine the intensity of the pigmented network 

and identify the lesion according to the specified threshold 

value. The features extracted from the lesion area were fed to 

SVM, KNN and ANN classifiers. The system achieved the 

highest accuracy using ANN with texture features with an 

accuracy of over 90% with clinical images [15].  Gong et al. 

introduced transfer learning to fine-tune a CNN to extract 

skin lesion features. The images were normalized to control 

differences in lighting, color, angles, etc. The classification 

was done by ensemble learning CNN. The network achieved 

an accuracy of 90.4%, sensitivity of 45%, and specificity of 

93.7% [16].  Birkenfeld et al. presented the Otsu method for 

skin lesion segmentation. Features were extracted from lesion 

region using the ABCD rule. The features extracted by the 

ABCD rule were fed into the logistic regression classifier. 

The logistic regression method was used to balance the data. 

The system reached a sensitivity of 83.2% [17].  Fekry et al. 

presented a system for diagnosing SL. The images were 

enhanced, segmented, and features extracted using CNN. 

Classification was done using an RF network, which 

achieved an AUC of 87.98%, and sensitivity of 80.4%, [18]. 

Naeem et al. presented a methodology for classifying 

dermatoscopy images. Anisotropic diffusion was applied to 

enhance the images and normalize the dataset by SMOTE. 

Features were extracted and classified using the VGG19 

model. VGG19 got an accuracy of 77.97% and a sensitivity 

of 69.49%  [19]. Ahmad et al. proposed a DL that combines 

VGG16 and CNN for skin lesion classification. AlexNet got 

an accuracy of 93.14% [20].  Kaur et al. proposed a CNN 

using sharp convolutions for automatic lesion segmentation. 

The network was designed from scratch using convolutional 

layers with different filters, water leakage activation, batch 

normalization, and parameter tuning. With ISIC2016 images, 

the network achieved an average Jaccard of 90.4%, and with 

ISIC2018 images, it achieved an average Jaccard of 89.1% 

[21]. 

The researchers dedicated their efforts to achieving superior 

results for image diagnosis on the ISIC2018 dataset. Ultra-

resolution remains the goal of all researcher. It is noted from 

previous studies that there is a scientific gap related to the 

lack of hybrid algorithms for feature extraction. Therefore, 

this study will address the gap by extracting features in 

several ways and combining them into common vectors. 

III. METHODOLOGY 

The section describes the methodology for analyzing images 

of the ISIC 2018 dataset for diagnosing SL, as in Figure 1. 

The images were first enhanced and lesion areas isolated 

from healthy areas using the ACA algorithm. The features 

were extracted using two methods: first, using the traditional 

algorithms GLCM, LBP and FCH and merging them 

together. The fused images were diagnosed by ANN and 

SVM. Secondly, extracting deep features using ResNet18 and 

diagnosing them using ANN and SVM classifiers. 

 
Fig.1. Hybrid methodology for image analysis of the ISIC 2018 dataset for 

skin lesion diagnosis. 

A. Description of ISIC 2018 Dataset  

The ISIC 2018 dataset is part of the ISIC initiative, aiming to 

diagnose SL using imaging and artificial intelligence 

techniques. The dataset is publicly available and available for 

researchers to evaluate the performance of their systems  [22]. 

The dataset includes more than 10,015 dermatoscopy images 

showing various SL in different locations. The ISIC 2018 

dataset includes seven types of SL. melanocytic nevus (NV) 

6705 images, melanoma (MEL) 1113 images, basal cell 



 

carcinoma (BCC) 514 images and actinic keratosis (AKIEC) 

327 images and benign keratosis ( / seborrheic keratosis / 

lichen planus such as keratosis ) (BKL) 1099 images, 

dermatofibroma (DF) 115 images, and vascular lesion 

(VASC) 142 images. 

B. Enhancement of Dermoscopy Images 

Preprocessing images is the first step to image improvement. 

The acquired images contain noise, artifacts, and low 

contrast. So the main motive of pre-processing is to remove 

artifacts, improve low contrast, and remove air bubbles and 

skin lines. The presence of some image artifacts leads to 

blocking an vital part of the skin lesion and creating false 

features. In this study, a Gaussian filter was used to improve 

the images and ensure the efficiency of the systems in the 

next stage and accurate diagnosis. Dermoscope images 

contain artifacts caused by factors such as hair, skin lines and 

air bubbles [23]. All this noise is present in images, which 

affects the accuracy of the system's diagnosis. Gaussian filter 

is one of the filters that improves image quality and removes 

unwanted pixels. Gaussian filter removes all unwanted 

pixels, and calculates the average value of neighboring pixels 

using a 2D convolution operator [24]. Noise is removed, and 

images are improved. In Equation 1, it is known as the 

Gaussian equation to improve images by removing unwanted 

noise and impurities. Figure 2.b shows a group of 

dermatoscopy images of different types of SL. 

ℎ(𝑥, 𝑦)

=
1

2𝜋 𝜎2
 ℮ 

𝑥2 − 𝑦2

2𝜎2
                                   (1) 

where x and y are the coordinates in two-dimensional space 

and σ is the standard deviation of the Gaussian distribution. 

 
Fig. 2. Samples from the ISIC 2018 dataset a. Before enhancement b. After 

enhancement. 

C. Active Contour Algorithm 

The segmentation phase is important and difficult phases in 

image processing. It must be accurate because the following 

steps depend on analyzing the segmented region only. The 

image contains lesion region and healthy areas, so 

segmentation separates the lesion areas, called regions of 

interest (ROI), from the healthy areas. Low contrast, 

reflections, air bubbles, and skin and hair lines make 

segmentation a difficult task. In this study, the ACA was 

applied to separate lesional region from healthy skin. ACA 

works by segmenting lesion region from input images. Active 

contour is defined as a pattern that separates the ROI pixel 

area from the background to obtain highly efficient diagnostic 

results [25]. ACA has the superior ability to extract pest 

boundaries. Contour is the boundary for the purpose of 

defining the lesion area. It is a set of points whose work is 

subject to an interpolation process. It is linear or polynomial 

and can define the boundaries of the lesion. ACA is a process 

that describes lesion edges and other features to form contour 

and curve patterns. The curve patterns are determined 

through using internal and external forces through Equation 

2 [26]. These forces are related to the image curves. External 

energy is the combination of energy that controls positioning 

within the image. The deformational changes are controlled 

by internal energy.  

𝐺𝑐𝑣𝐶 = ∫ (𝐼(𝑥) − 𝑚 1)2 𝑑𝑥

𝑜𝑢𝑡𝑠𝑖𝑑𝑒

+  ∫ (𝐼(𝑥) − 𝑚 2)2 𝑑𝑥

𝑖𝑛𝑠𝑖𝑑𝑒

+  𝛽𝑙𝑒𝑛𝑔𝑡ℎ (𝐶)    (2) 

Where I mean gray intensity, m1 is power outside, m2 is 

power inside, β is a parameter, length(𝐶) Indicate the length 

of contour 𝐶 and G makes the contour evolve to the boundary 

of the object. Figure 3 describe some images of different 

types of SL. after segmentation. 

 
Fig.3. describe some images of different types of SL a. Original images b-c. 

After segmentation d. ROI.  

D. Morphological Method 

The morphological method is an image processing method to 

enhance images and improve the performance of subsequent 

image processing operations. When applying segmentation 

algorithms, segmentation leaves very small holes in the ROI 

and these holes do not belong to the skin lesion, so these holes 

should be removed to obtain an enhanced image. The input 

images to the morphological method are binary images, and 

the output is an enhanced binary image [27]. The presence of 

these holes negatively affects feature extraction, so 

morphological methods were applied to remove these 

distortions from dermoscopic images while preserving the 

shape and size of the images. The morphological method is a 

set of linear processes based on shape. It depends on the 

distribution of the relative pixel values, so it is suitable for 

binary images. The method works to explore a small template 

called the structure element. The method places the structure 

element on each image location and compares it with 

neighboring pixels. The process tests whether the structure 

element fits within the neighborhood or not, while the other 

tests the intersection in the neighborhood and is called hits 

[27]. The morphological method works on binary images and 



 

produces an enhanced binary image. Figure 4 describe some 

images of different types of SL after morphological methods. 

 
Fig.4. Results of the proposed system performance a. Original images b. 

Segmentation c.  Morphological 

E. Features Extraction Methods 

An image contains many different colors, textures and shapes 

and has thousands of features, so it is important to extract the 

important features from the image, to reduce the image 

dimensions and speed up the calculation process. In 

diagnostic systems, features are extracted from the ROI, 

which is identified through a segmentation process. 

Diagnostic systems rely mainly on extracting the important 

landmarks from the lesion area. Classifiers will not be able to 

diagnose correctly if features are extracted poorly [25]. The 

primary goal of feature extraction is to improve the 

effectiveness and efficiency of accurate detection and 

diagnosis. Feature extraction is the basic step in building 

classifiers for pest diagnosis, and feature extraction 

operations aim to extract features related to each class and 

store them in feature vectors. There are many features in the 

area of SL, the important of which are color, shape, and 

texture. There are many algorithms used for feature 

extraction. In this study, features were extracted using the 

GLCM, LBP, and FCH algorithms, and then all features were 

combined to form highly representative features for each 

image [28]. 

The GLCM algorithm examines texture by examining the 

spatial relationships of pixels. It measures the number of 

times that pairs of pixels that have specific values and spatial 

relationships appear. A GLCM matrix is constructed such 

that each element of the matrix (i, j) represents the frequency 

of the value of pixel i at a certain distance d and direction θ 

from pixel j. Texture features that represent 12 features such 

as contrast, correlation, homogeneity, energy, and others are 

calculated. 

The LBP algorithm operates on a 2D texture descriptor that 

measures local contrast and local texture pattern. The features 

of the skin lesion are extracted by analyzing the central pixel 

and replacing it with mathematical pixels according to 

Equation 3 [29]. The central pixel 𝑔𝑐 and the adjacent pixel 

𝑔𝑝 are compared. The LBP algorithm extracts 203 from each 

ROI of the skin lesion. 

𝐿𝐵𝑃 (𝑥𝑐 , 𝑦𝑐)𝑅,𝑃 = ∑ 𝑠((𝑔𝑝 − 𝑔 𝑐). 2𝑃         𝑠(𝑥)

𝑃−1

𝑃=0

= {
0, 𝑥 < 0
1, 𝑥 ≥ 0

                            (3) 

where R means the radius for neighbouring, R and 𝑃 points 

on the circle of radius R, 2𝑃 a weight is given to each P-th 

comparison in the binary pattern, P represent the number of 

neighbours and s(x) is a threshold function . 

The FCH algorithm works by fuzzy logic so that the colors in 

the image are distributed into histogram bin areas. FCH 

analyzes the color similarity of an image through the total 

membership value of each pixel and the distribution of pixels 

over the total histogram bins.16 features were extracted from 

each skin lesion ROI. 

F. Fusion of Features 

Features fusion is a process that combines multiple features 

into one vector feature for accurate diagnostic accuracy. The 

main goal of the method is to obtain high performance in 

diagnostic systems. In diagnosing medical images, there are 

problems and obstacles in diagnostic accuracy, which can be 

solved by the fusion method by combining a set of features 

extracted by several methods and combining them into one 

feature vector. In the proposed system, the features were 

extracted by three algorithms, then combined and stored in 

one feature vector for each image and one feature matrix for 

all images called a new dataset. These feature matrices are a 

hybrid of G LCM, LBP, and FCH features. After integrating 

the features of the three algorithms, a feature matrix with a 

size of 231 features is produced which called handcrafted 

features (HF), as shown in Figure 5. 

 
Fig.5. Fusion of HF 

G.  CNN for Extraction of Deep Features 

CNNs consist of a set of blocks, each block containing a set 

of layers (convolutional, pooling, fully connected). The main 

objective of the convolutional layers is to extract the features 

from the input images that have a 2 D structure. The 

convolutional layers detect local features in the input feature. 

When the number of convolutional layers is more, more 

complex features are extracted [30]. Pooling layers reduce the 

size of feature maps through average-pooling and max-

pooling techniques. Hence, the pooling layers aim to reduce 

the size of feature maps and parameters and reduce 

complexity in the network [31]. The fully connected layer is 

the classification stage in the CNNs to classify the complex 

features maps extracted from the previous layers. This layer 

contains many neurons connected with all in sequential 

layers. Figure 6 shows the classification and deep feature 

extraction layers [32]. To classify a images of ISIC2018 

dataset, the dataset was trained on the ResNet-18 model. 



 

 
Fig.6. Deep Feature Extraction and Classification Layers. 

H.  Classification 

Classification is the last phase of image processing, as it 

depends on the accuracy of the previous phases. After 

extracting features from ROI, each feature in the image is put 

into a vector, and all images are represented in a feature 

matrix, which is the input to the classifiers. In this study, an 

ANN and an SVM classifier were used to classify the 

ISIC2018 dataset. Classification techniques involve two 

steps: an inductive step to build a data classification model 

called data training. Step Two: A deductive step to test the 

data. 

H.1.  ANN Network 

ANN is a set of layers connected through neurons connected 

and interconnected by weights. She has a high ability to 

analyze and interpret complex data and produce clear 

information and patterns. It has the ability to adapt to 

changing conditions and environments. ANN minimizes the 

error to calculate the probabilities of belonging to any other 

category. Neural networks consist of simple processing units 

that communicate with each other and send signals to each 

other through weighted connections. Information in ANN 

flows from the inner layer to the output layer via hidden 

layers; Information is propagated between layers and neurons 

and stored as connected points called weights. The input layer 

receives data through input units equal to the number of 

features [33]. Hidden layers analyze and process data and 

produce patterns through neurons connected and 

interconnected between the layers. The hidden layers set to 

15 hidden layers. Finally, the output layer produces the 

information, which contains 7 neurons, the number of classes 

in the data set. Figure 7 shows the ANN infrastructure that 

receives 231 features fused to the inner layer, analyzes them 

through 15 hidden layers, and classifies each image through 

the output of 7 neurons in the output layer [34]. 

The other strategy is a hybrid between the ResNet18 model 

and ANN. The ANN algorithm also receives the features 

extracted from ResNet18 then classifies them. 

 
Fig.7. ANN infrastructure for image classification for ISIC 2018 dataset. 

H.2.  SVM Algorithm 

The goal of SVM is to create multiple decision boundaries to 

separate the data of each class [35]. Hyperplanes are decision 

boundaries that have the maximum margin. Support vectors 

are those points that are closest to the hyperplanes. In this 

study, the SVM receives 231 features for each image and 

classifies each image according to seven classes, meaning 

that the SVM works according to one versus all. So that the 

features are analyzed one against all, and the features of one 

class are separated from the rest, and the mechanism is 

repeated until all the features are classified into their classes, 

{xi i=1,2,……N}, N is a number of classes. Let {xi, yi}, 

where xi represents data points and yi ∈ {1, -1}, it’s 

corresponding labels [36]. 

The other strategy is a hybrid between the ResNet18 model 

and SVM. The SVM algorithm also receives the features 

extracted from ResNet18 and classifies them. 

IV.  RESULTS OF SYSTEMS PERFORMANCE 

A. Splitting ISIC2018 Dataset 

Table 1 describes the distribution of the ISIC2018 skin lesion 

dataset for evaluating the proposed systems into: training, 

validation, and testing. The data set was divided into 80% for 

training the proposed models, which was divided into 80% 

for training and 20% for validation. 20% of the data set was 

isolated to test the performance of the proposed systems. 

 

TABLE 1. SPLITTING THE ISIC2018 DATA SET OF SL 

Phase 80% (80:20)  
Testing 

20%  Classes 
Training 

(80%) 

validation 

(20%) 

Nv 4291 1073 1341 

Mel 712 178 223 

Bkl 703 176 220 

Bcc 329 82 103 

Akiec 210 52 65 

Vasc 91 23 28 

Df 74 18 23 

 

B. Evaluation Metrics  

Evaluation metrics are applied to evaluate the proposed 

systems. There are several metrics to evaluate models, such 



 

as the confusion matrix (CM). The CM consists of equal 

columns and rows. The number of classes determines the size 

of the CM. The CM explains the correct and incorrect 

prediction results of the classification; It is divided into rows 

of positive and negative actual values and columns of positive 

and negative forecast values. The performance of the 

proposed systems was tested as shown in Equations 4-8 [37]. 

AUC =
TP Rate

FP Rate
                              (4) 

Accuracy =
TN + TP

TN + TP + FN + FP
      (5) 

Sensitivity =
TP

TP + FN
                      (6) 

Precision =
TP

TP + FP
               (7) 

Specificity =
TN

TN + FP
                    (8) 

 

C. Results of ANN with HF 

The section discusses the performance of ANN with HF for 

classification on the ISIC2018 dataset. The images were 

improved, ROI and deformities were isolated, and fed into 

traditional feature extraction algorithms. The features of the 

three algorithms are combined into fused feature vectors to 

form the HF. The HF are fed to an ANN for classification. 

Table 2 describes the performance of ANN with HF for 

classifying the ISIC2018 dataset. ANN achieved an AUC of 

84.41%, accuracy of 91.4%, sensitivity of 89.39%, precision 

of 84.44%, and specificity of 98.34%. 

TABLE 2. RESULTS OF ANN WITH HAND-CRAFTED 

FEATURES FOR CLASSIFICATION ON THE ISIC2018 DATASET 

Type 

of 

Class 

AU

C 

% 

Accura

cy % 

Sensitiv

ity % 

Precisi

on % 

Specific

ity % 

akiec 89.4 93.8 94.2 87.1 99.5 

bcc 88.7 92.2 92.3 92.2 99.5 

bkl 87.9 93.2 92.8 96.2 99.8 

df 85.2 91.3 91.4 95.5 99.7 

mel 87.9 93.3 92.9 64.2 92.6 

nv 84.2 91.3 90.7 98.8 98.2 

vasc 67.6 71.4 71.4 57.1 99.1 

avera

ge 

ratio 

84.4

1 
91.40 89.39 84.44 98.34 

Figure 8 shows the CM generated by the ANN with HF to 

classify the ISIC2018 dataset. The ANN achieved accuracy 

for each class: akiec of 93.8%, bcc of 92.2%, bkl of 93.2%, 

df of 91.3%, mel of 93.3%, nv of 91.3% and vasc of 71.4%. 

 
Fig.8. Display CM for results of ANN with HF for classification on the 

ISIC2018 dataset. 

D. Results of SVM with HF 

The section discusses the performance of SVM with HF for 

classification on the ISIC2018 dataset. The images were 

improved, ROI and deformities were isolated, and fed into 

traditional feature extraction algorithms. The features of the 

three algorithms are combined into fused feature vectors to 

form the HF. The HF are fed to an SVM for classification. 

Table 3 describes the performance of SVM with HF for 

classifying the ISIC2018 dataset. SVM achieved an AUC of 

67.94%, accuracy of 83.7%, sensitivity of 71.53%, precision 

of 74.63%, and specificity of 95.96%. 

 

TABLE 3. RESULTS OF SVM WITH HF FOR CLASSIFICATION 

ON THE ISIC2018 DATASET 

Type 

of 

Class 

AU

C 

% 

Accura

cy % 

Sensitiv

ity % 

Precisi

on % 

Specific

ity % 

akiec 62.8 67.7 68.2 61.1 98.5 

bcc 58.2 61.2 61.4 77.8 98.7 

bkl 80.9 85 84.8 59.2 93.4 

df 56.7 60.9 61.5 73.7 99.5 

mel 41.2 43 42.9 72.2 98.3 

nv 90.3 93 93.2 92.2 83.7 

vasc 85.5 89.3 88.7 86.2 99.6 

avera

ge 

ratio 

67.9

4 
83.70 71.53 74.63 95.96 

 

 

Figure 9 shows the CM generated by the SVM with HF to 

classify the ISIC2018 dataset. The SVM achieved accuracy 

for each class: akiec of 67.7%, bcc of 61.2%, bkl of 85%, df 

of 60.9%, mel of 43%, nv of 93% and vasc of 89.3%. 



 

 
Fig.9. Display CM for results of SVM with HF for classification on the 

ISIC2018 dataset. 

 

E. Results of ANN with ResNet18 Features 

The section discusses the performance of ANN with 

ResNet18 features for classification on the ISIC2018 dataset. 

The images were enhanced, ROI and deformities were 

isolated, and fed into ResNet18 model. The deep features of 

ResNet18 are fed to an ANN for classification. 

Table 4 describes the performance of ANN with ResNet18 

features for classifying the ISIC2018 dataset. ANN achieved 

an AUC of 84.73%, sensitivity of 87.74%, accuracy of 

93.8%, precision of 82.9%, and specificity of 98.47%. 

TABLE 4. RESULTS OF ANN WITH RESNET18 FEATURES FOR 

CLASSIFICATION ON THE ISIC2018 DATASET 

Type 

of 

Class 

AU

C 

% 

Accura

cy % 

Sensitiv

ity % 

Precisi

on % 

Specific

ity % 

akiec 86.7 90.8 90.8 89.4 99.5 

bcc 88.6 91.3 91.3 87.9 98.7 

bkl 89.1 91.4 91 96.6 99.6 

df 70.3 73.9 74.3 22.4 97.3 

mel 90.1 92.8 92.8 94.1 98.6 

nv 92.4 95.3 94.7 98.2 95.9 

vasc 75.9 78.6 79.3 91.7 99.7 

avera

ge 

ratio 

84.7

3 
93.80 87.74 82.90 98.47 

 

Figure 10 shows the CM generated by the ANN with 

ResNet18 features to classify the ISIC2018 dataset. The 

ANN-ResNet18 achieved accuracy for each class: akiec of 

90.8%, bcc of 91.3%, bkl of 91.4%, df of 73.9%, mel of 

92.8%, nv of 95.3% and vasc of 78.6%. 

 
Fig.10. Display CM for results of ANN with ResNet18 features for 

classification on the ISIC2018 dataset. 

F.  Results of SVM with ResNet18 Features 

The section discusses the performance of SVM with 

ResNet18 features for classification on the ISIC2018 dataset. 

The images were enhanced, ROI and deformities were 

isolated, and fed into ResNet18 model. The deep features of 

ResNet18 are fed to an SVM for classification. 

Table 5 describes the performance of SVM with ResNet18 

features for classifying the ISIC2018 dataset. SVM achieved 

an AUC of 80.63%, accuracy of 86.2%, sensitivity of 

77.04%, precision of 67.59%, and specificity of 97.46% 

 

TABLE 5. RESULTS OF SVM WITH RESNET18 FEATURES FOR 

CLASSIFICATION ON THE ISIC2018 DATASET 

Type 

of 

Class 

AU

C 

% 

Accura

cy % 

Sensitiv

ity % 

Precisi

on % 

Specific

ity % 

akiec 75.6 78.5 78.3 70.8 99.2 

bcc 86.2 89.3 88.7 80 98.6 

bkl 91.3 95.5 95.4 50.5 88.2 

df 90.8 95.7 96.1 88 99.5 

mel 52.6 0 0 0 100 

nv 88.3 99.1 99.2 98.6 97.2 

vasc 79.6 82.1 81.6 85.2 99.5 

avera

ge 

ratio 

80.6

3 
86.20 77.04 67.59 97.46 

 

Figure 11 shows the CM generated by the SVM with 

ResNet18 features to classify the ISIC2018 dataset. The 

SVM-ResNet18 achieved accuracy for each class: akiec of 



 

78.5%, bcc of 89.3%, bkl of 95.5%, df of 95.7%, nv of 99.1% 

and vasc of 82.1%. 

 
Fig.11. Display CM for results of SVM with ResNet18 features for 

classification on the ISIC2018 dataset. 

V.  DISCUSSION AND COMPARISON OF PERFORMANCE 

Early diagnosis of SL is important for timely treatment and 

saving lives from the danger of melanoma. AI technologies 

including ML and DL have emerged as powerful tools for 

early diagnosis of SL. ML and DL technologies provide high 

capabilities and efficiencies to discover patterns, distortions, 

and hidden signs that doctors do not notice. ML and DL are 

also capable of processing large amounts of images quickly 

and effectively, allowing effective examination of clinical 

environments. In this study, HF were extracted by GLCM, 

LBP, and FCH. GLCM determines the spatial relationships 

between pairs of pixels while LBP captures the texture 

patterns of binary surfaces. FCH works to extract color 

features by distributing colors in the fuzzy system on the 

histogram bin. By integrating features from several methods 

allows a system to benefit from complementary information. 

The hybrid systems ANN-ResNet18 and SVM-ResNet18 

combine ResNet18's feature-rich deep feature extraction and 

classification by ANN and SVM. ANN is characterized by 

capturing complex nonlinear relationships while SVM is 

effective in determining decision boundaries between various 

classes of the ISIC 2018 dataset. ANN-ResNet18 achieved 

promising results, reaching an AUC of 84.73%, sensitivity of 

87.74%, accuracy of 93.8%, precision of 82.9%, and 

specificity of 98.47%. 

Previous studies have applied various DL, ML and VR image 

processing models such as upsampling, dropout, transfer 

learning and data augmentation to classify SL, with accuracy 

ranging from 73.2% to 90.4%. The proposed systems use HF 

extracted from GLCM, LBP, and FCH methods, combined 

with ResNet18 features, and classified using ANN and SVM. 

The two ANN-ResNet18 hybrid systems achieved superior 

results with an AUC of 84.73%, sensitivity of 87.74%, 

accuracy of 93.8%, precision of 82.9%, and specificity of 

98.47%. 

 
TABLE 6. COMPARISON OF THE RESULTS OF THE 

PROPOSED SYSTEM WITH PREVIOUS STUDIES 

Study Techniques Results 

Soudani et 

al. 

VGG-16, 

ResNet-50, 

downsampling, 

dropout 

VGG-16: 76.3%, 

ResNet-50: 73.2% 

Mabrouk 

et al. 

Image 

preprocessing, 

density 

regression, 

SVM, KNN, 

ANN 

ANN: >90% 

Gong et 

al. 

Transfer 

learning, 

normalization, 

ensemble CNN 

Accuracy: 90.4%, 

Sensitivity: 45%, 

Specificity: 93.7% 

Birkenfeld 

et al. 

Otsu method, 

ABCD rule, 

logistic 

regression 

Sensitivity: 83.2% 

Fekry et 

al. 

Image 

enhancement, 

segmentation, 

CNN, RF 

AUC: 87.98%, 

Sensitivity: 80.4% 

Naeem et 

al. 

Anisotropic 

diffusion, 

SMOTE, 

VGG19 

Accuracy: 77.97%, 

Sensitivity: 69.49% 

Kaur et al. 
CNN, lesion 

segmentation 

ISIC2016 Jaccard: 

90.4%, ISIC2018 

Jaccard: 89.1% 

Proposed 

system 

ANN-

ResNet18 

an AUC of 84.73%, 

sensitivity of 87.74%, 

accuracy of 93.8%, 

precision of 82.9%, and 

specificity of 98.47%. 

 

The proposed system achieves high performance compared 

to previous studies, as shown in Table 6. It outperforms 

models such as ResNet-50 and VGG-16 from Sudani and 

others, as it achieved an accuracy of 93.8%. It also achieved 

a high sensitivity of 87.74%, indicating its efficiency in 

identifying true positive TP cases. Moreover, the specificity 

of 98.47% indicates its ability to identify true negative TN 

cases. Overall, the proposed system effectively combines 

features from different techniques to achieve robust 

performance across multiple evaluation metrics. 

VI. CONCLUSION 

Nowadays, there should be widespread interest in detecting 

the most serious skin diseases. Systems based on hybrid 

features have been developed to diagnose images in the early 

stages. The images were enhanced to remove artifacts and the 

ACA algorithm was applied to extract areas of lesions and 

deformities and isolate them from healthy areas. The areas of 

lesions and deformities were fed into two strategies: The first 

strategy relies on extracting features from the GLCM, LBP 

and FCH algorithms and merging them. The fused features 

were fed to the ANN and SVM classifiers for classification 

with high accuracy. The second strategy relies on the 

ResNet18 model to extract deep features and classify them 

very efficiently using ANN and SVM classifiers. The ANN-



 

ResNet18 strategy achieved an AUC of 84.73%, sensitivity 

of 87.74%, accuracy of 93.8%, precision of 82.9%, and 

specificity of 98.47%. 
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